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ABSTRACT

This paper presents a model of Environment Representation Architecture for Intelligent 

Robot. The model consists of a vehicle, an environment, and landmarks. The proposed 

method is based on using SLAM based on ANN, back propagation algorithm, to be trained

on predefined datasets on some environment. In this paper dun Using Artificial Neural on 

the Simultaneous Localization and Mapping enhances the obtained maps of the robot. 

Limitation of this paper to test the proposed system, different maps with different datasets 

are required, however, these datasets, need expensive sensors, vehicles and GPS receivers to 

be built. Use this information to build their decisions. The systematic error was solved by the 

proposed approach using ANN, depends only on the initial values that were used during the 

training phase, it considers previous landmarks in order to build the next route, but on the 

other hand, it does not accumulate the previous error.

Keywords: Simultaneous Localization and Mapping (SLAM), Artificial Neural Network 

(ANN).

. 



Vol.2 (2), ISSN: 2617-1260 (print), 2617-8141(online)
www.kjps.isnra.org

Web Site: www.kjps.isnra.org E-mail: kjps@uoalkitab.edu.iq

40

.

1. Introduction

Many natural systems of most creatures in the world are very rich topics for the scientific 

researchers, since that a simple individual behavior can cooperate to create a system able to 

solve a real complex problem and perform very sophisticated tasks [1] "SLAM has been 

performed theoretically in different forms; it is also implemented in different domains, such 

as, indoor, outdoor and underwater environments. Probabilistic SLAM problem was first 

proposed at the IEEE Robotics and Automation Conference on 1986. Many researchers had 

been working on applying estimation-theoretic methods to environment mapping and 
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localization problems. A few years later a new statistical method was established by Smith, 

Cheesman and Durrant-White" [2]. "This statistical based for measuring the relationships 

between landmarks in addition to manipulating geometric uncertainty. They showed in their 

work that there must be a high degree of correlation between the estimation of different 

landmark locations in the map, which grows with successive observations".

Zhan et al [3], "focused on visual methods to find solutions to this problem, using sensor 

fusion navigation, resulted in enhancing the landmark representation of the environment, 

other researches based on visual methods allowed a mobile robot to move through an 

unknown environment taking relative observations of landmarks" [4] [5]. "The high 

correlation between the estimates of these landmarks was due to the margin of error in the 

estimated vehicle location" [6].

"The landmarks positions in addition to the vehicle situations shape a full solution to the 

localization and mapping combined problem. However, a huge state vector required to be 

implemented scaling the number of landmarks in the map. Thus, the researchers considered 

the complexity of the mapping problem computations only, regardless of its convergence, 

they focused their attention on a sequence of approximations to the solution of the 

localization and mapping problem. Their method considered minimizing the high correlation 

between the landmarks, resulted in reducing the usage of the filter to a series of decupled 

landmark to vehicle filter" [7] [8].

"SLAM problem structure and the results of the convergence was first presented. Recently, 

several kinds of research and approaches were proposed on the theory of convergence, such 

as [9] [10] [11]. Also on localization and mapping", such as [12] [13] [14] [15] [16] [17], 

"working on indoor, outdoor and underwater environments" [18].  

Modeling of environment for use in robotic systems has, in fact, become a major focus of 

contemporary autonomous robotic research. There are many researchers have done research 

in this area, but are considering the specific environment and this research considering the 

general environment. There are problems related to the development of a model for general 

environments, such as;  How to build a robotic system capable of building map proximity 
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form the original environment by identifying the characteristics of the environment and work 

in any environment. How to identify the relationships between required information for a 

robot related to an environment with the robot tasks. Simultaneous Localization and 

Mapping (SLAM) algorithm, is an algorithm used by robots for map building, this work will 

be based on SLAM algorithm calculations to produce the mapped datasets and landmark. On 

the other hand, Artificial Neural Network (ANN) algorithms are very important for modern 

systems, which it can be trained and work without pre-requests. While SLAM requires pre-

requests in order to build the robots landmarks and map. The proposed system in this work 

uses ANN to allow the robots to build its own map without pre-requests. Moreover, ANN 

enhances SLAM and allows the robot to map any environment.

2. Methodology

The proposed model for the environment representation architecture consists of 

five parts; these are Organize Object in environment, landmark, localization, 

algorithm SLAM, and Apply of ANN form the environment, as seen in figure 

1.

Figure 1: Flow chart of Development Representation an Environment for Robot
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2.1 The Environment

In this paper will be considered one types of environment that is static. The static 

environment is the environment that does not change and can be easily dealt with by an 

intelligent agent [20].

Using SLAM for construction of a map for the environment for a priori data or put the 

update on a given map in a known environment using vehicle without forgetting to keep its 

track of the position [20].

In the following subsections are the brief descriptions for SLAM objectives, building a map 

and locating the vehicle simultaneously.

SLAM makes a vehicle capable to move in an environment with an unknown location, 

moreover [21]. It allows the vehicle to map this environment simultaneously, and use this 

map to calculate vehicle location. Figure 2 presents how to do SLAM using internal 

representations for the positions of landmarks (map) and the vehicle parameters, always 

takes the zero starting position.

Figure 2: SLAM Behavior [23]

Localization and mapping are coupled, each has a relationship with the other For this reason, 

been getting better results [23].

2.2 Modeling Vehicle Coordinated System

To position the used vehicle several parameters as shown in Figure 4. "In Figure 4 explain 

vehicle navigation in the environment, that means the robot's ability to determine the 
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position in the environment and then to plan a path towards goal location. Navigation can be 

defined as the combination of the three fundamental competencies: localization, path 

planning, map-building. Robot localization denotes the robot's ability to determine its 

position and orientation in the environment. Path planning is effectively an extension of 

localization, in that it requires the determination of the robot's current position and a position 

of a goal location. Map building can be in the shape of a metric map or any way. In this 

study use, steering control alpha is defined in vehicle coordinate frame; the laser sensor is 

located in the front of the vehicle and returns range and bearing related to objects at 

distances of up to 50 meters, high-intensity reflection can be obtained by placing high 

reflectivity beacons in the area of operation". 

In this study use "steering control alpha is defined in vehicle coordinate frame as shown in 

Figure 4; the laser sensor is located in the front of the vehicle and returns range and bearing 

related to objects at distances of up to 50 meters, high-intensity reflection can be obtained by 

placing high reflectivity beacons in the area of operation".

"The landmarks are labeled as Bi(i=1..n) and measured with respect to the vehicle 

coordinates ( ), that is z(k) = (r, b, I), where r is the distance from the beacon to the 

laser, b is the sensor bearing measured with respect to the vehicle coordinate frame and I is 

the intensity information".

Figure 3: Vehicle Coordinated System

Figure 5 shows the kinematic parameters of the vehicle. This figure does not change (fixed) 

explains measurements between the landmarks of the environment and the landmarks of the 

vehicle and between measurements components of the vehicle.                 
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Figure 4 Kinematics parameters

"Suppose that the vehicle is controlled through the vehicle velocity Vc and the steering angle 

followed. Because the laser is located in the front of the vehicle, the translation of the center 

of the back axle, the transformation data is defined by the orientation angle, the velocity is 

generated by the encoder and translated to the center of the axle".

2.4 Artificial Neural Networks 

A neural network "consists of a set of neurons connected together by weighted connections. 

It is characterized mainly by the type of units used and by its topology. There are two types 

of specific neurons in a network: neurons receiving input data from the outside world (the 

situation) and the output neurons providing the result of the performed treatment (the 

evaluation)"[26].

2.4.1 Architecture of ANN

Input layer represents the raw information that is fed into the network that consists of 16 

layers. This part of the network is never changing its values. Every single input to the 

network is duplicated and sends down to the nodes in the hidden layer. Hidden Layer accepts 

data from the input layer. It uses input values and modules them using some weighted value, 

this new value is then sent to the output layer but it will also be modified by some weight 

from the connection between hidden and the output layer. Output layer consist of 16 layer 

process information received from the hidden layer and produces an output [26].
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2.5 Back Propagation (BP) Algorithm

One of the most popular NN algorithms is "backpropagation algorithm. Claimed that BP 

algorithm could be broken down to four main steps. After choosing the weights of the 

network randomly, the backpropagation algorithm is used to compute the necessary 

corrections. The basic formula for BP algorithm". "The algorithm can be decomposed in the 

following four steps"[27]:

Feed-forward computation.

Backpropagation to the output layer.

Backpropagation to the hidden layer.

3.  Implementation of the Model to Build Map

The evaluated of this algorithm by using MATLAB® R2013a. The systematic error found in 

the initial values that were used during the training phase, it considers previous landmarks in 

order to build the next route, but it does not accumulate the previous error. 

Figure 5: a Flow chart for Implementation the model to build a map
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4. Results and Discussion

The navigation system was tested with a utility vehicle retrofitted with the described sensors. 

The utility car used for the experiment is shown in Figure 9.

Figure 6: Utility car used for the experiments (Nebot 2000)

In the experiment," using the dataset contains the true landmarks and GPS coordinates for 

his map were taken from Drexel Autonomous System Lab datasets, which were scanned 

using a SICK scanner (Drexel), in this study used the vehicle model and sensor pose, 

mentioned earlier". The "stars in the map represent potential natural landmarks and the 

"circles" are the artificial reflective beacons. Although this environment is very rich with 

respect to the number of natural landmarks, the data association becomes very difficult since 

most of the landmarks are very close together". The evaluation of the model was using 

MATLAB® R2013a. After explaining the proposed approach and methodology, in addition 

to the experiment and evaluation of this approach, in the next section, the result showing for 

SLAM and ANN as seen in figure 7,8:
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Figure 7: The Result Map from ANN                   Figure 8: Building Map Using SLAM

To improve results and reduce the error in the artificial neural network by giving you a 

number of examples of (input) in order to give better results and working principle of this

artificial neural network

The resulted map is shown in the below Figure 9.

Figure 9: True and Robot Maps

As it is shown in Figure 5 above, you have reached a relatively good result in mapping the 

landmarks and the environment, the robot followed the same direction, but with small error 

margin.

The ANN error histogram is shown in the below Figure 10.
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Figure 10: ANN Model Error Histogram

The performance plot is shown in Figure 11, below.

Figure 11: Performance Plot

From the error histogram and the plots above, "it is noticed that good results of landmarks 

mapping are reached, which is very close to the true landmarks position. Based on that, very 

good results of environment mapping have been obtained, as shown in Figure 9 above; the 

model mapped line is very close to the true line".

It can be noticed from the figures above, that very good results in comparison to the previous 

works are reached, some of them discussed previously. Using Artificial Neural Network 

(ANN) enhanced the accuracy of the map, which is noticed in figure 8 where the mapped 

landmarks and routes are almost the same. Moreover, using ANN enhanced the speed of 
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map building which is a very important achievement especially in real-time applications, or 

in robots that use this information to build their decisions.

approach, because, using ANN, depends only on the initial values that were used during the 

training phase, it considers previous landmarks in order to build the next route, but on the 

other hand, it does not accumulate the previous error. The table show of the compression 

between the work of SLAM and ANN". 

4.1The Developed Application 

In this section, work is enhanced SLAM algorithm based on ANN. In this method, using 

Back-propagation ANN to make the robot estimate the locations of landmarks accurately. 

In this algorithm "used the equations of the SLAM landmark equations to train a neural 

network; a landmark dataset is also used from Drexel Autonomous System Lab datasets, 

which were scanned using a SICK scanner (Drexel)" as seen below: 

The original landmark   SLAM algorithm result of SLAM (build map using      

(Input)                                                                                  SLAM)

In this works has been trained the ANN on the SLAM landmark equation results as seen 

below:

The result of SLAM             operation ANN             result of ANN (build map using ANN)

(Input)

The evaluated of this algorithm by using MATLAB® R2013a. The systematic error found in 

the initial values that were used during the training phase, it considers previous landmarks in 

order to build the next route, but it does not accumulate the previous error. 
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5. Conclusions

The proposed solution for this book concerns the localization of a vehicle and an 

environmental mapping simultaneously. The design of this algorithm, in addition to the 

modeling aspects, is presented with an implementation of it. Modeling SLAM using 

landmarks does not require any landmarks surveying. 
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